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Abstract--This is an experimental and numerical study of natural convection and forced convection air 
cooling of plate finned heat sinks. The study documents quantitatively two effects: (1) the orientation of 
the fin array relative to the gravitational field in natural convection, and relative to a free stream in forced 
convection, and (2) the tilting of the crests of the plate fins relative to the approaching flow. In each 
configuration, the results based on complete three-dimensional numerical simulations of the flow and heat 
transfer confirm the validity of the results determined based on direct measurements. For example, it is 
shown that the overall thermal conductance of the heat sink increases when the fin crests are inclined so 
that they face the approaching fluid. This augmentation effect increases as the coolant velocity increases. 

The thermal performance of arrays positioned perpendicularly to the flow is also documented. 

1. INTRODUCTION 

Air cooling is recognized as an important  technique 
in the thermal design of electronic packages. This tech- 
nique promises to gain in importance because air is 
the most accessible coolant, and the methods based 
on it are simple anti robust, particularly with respect to 
safe operation in hostile environments (contaminated 
air, vibrations, noise, humidity) [1]. These advantages 
stimulated considerable research on the development 
of optimization of finned heat sinks in both natural  
and forced convection. Reviews of the progress made 
in this field have been presented in refs. [2-4]. 

In a recent paper [5] it was suggested that the per- 
formance of an air heat sink with parallel plate fins 
can be improved by tilting the crests of the plate fins 
(e.g. Fig. 1). This suggestion was based on a simple 
two-dimensional model in which the local heat trans- 
fer coefficient h was assumed known from boundary  
layer theory. The fact that h becomes smaller down- 
stream suggested that more fin material (a higher 
crest) should be placed downstream such that the 
overall heat transfer is augmented. That  study was 
limited to forced convection. The authors also noted 
that their simple model breaks down when the fin 
slope is so large that the upstream height of the fin 
vanishes (e.g. array C, Fig. 2). 

The objective of the present work was to investigate 
fully the heat tra:asfer augmentat ion merits of tilting 
the crests of plate fins in air cooled heat sinks. We 
accomplished this objective in four complementary 
phases distinguished with respect to the heat transfer 
mechanism (natural vs forced convection) and the 
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method (experiments vs numerical simulation). In the 
following material we document the results of these 
parallel investigations and the summarizing view that 
tilted crests are indeed a heat transfer augmentat ion 
feature worthy of attention. 

2. NATURAL CONVECTION EXPERIMENTS 

2.1. Apparatus 
The experiments consisted of measuring the tem- 

perature at the base of a square package fitted with 
plate fins cooled by natural  convection. The package 
and experimental apparatus are shown in Fig. 1. The 
plate-fin heat sink geometries tested are summarized 
in Fig. 2. These varied with respect to the inclination 
of the crest of  the plate fins, and the orientation of the 
entire package. 

With reference to the notat ion of Fig. 2, the fixed 
dimensions of the package are L = 49 mm, t = 1 ram, 
B = 2 mm and W = 3 mm. The fin-to-fin spacing W 
was selected such that its order of magnitude cor- 
responds to the optimal spacing between vertical par- 
allel plates of height L, namely Wopt ~ 2L Ra~ 1/4 (e.g. 
refs. [6, 7]). The base plate thickness B was made thick 
enough to provide a uniform temperature distribution 
over the L x L area. The fin thickness t was chosen 
such that the fin efficiency was practically equal to 1, 
as in the experimental studies of refs. [8-10]. 

The fin crest inclination was varied by machining 
three model arrays: array A with H~ = / / 2  -- 15 ram; 
array B with H1 = 7.5 mm and H2 = 22.5 mm; and 
array C with HI = 0.75 mm and H2 = 29.3 mm. These 
three model arrays and positions 1, 2 and 3 (Fig. 2) 
allowed us to vary the crest inclination through five 
sequential values. In addition, we tested all the arrays 
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NOMENCLATURE 

A b fin base area 
A~ fin surfaces with convection 
b fin crest slope parameter; equation (17) 
B base thickness, Fig. 1 
d, m, p, s computational domain 

dimensions, Fig. 7 
g gravitational acceleration 
H fin crest height, equation (17) 
/1 average crest height 
H1.2 fin edge dimensions, Fig. 1 
k fluid thermal conductivity 
ks solid thermal conductivity 
L side of square package, Fig. 1 
NUL overall Nusselt number, equation (1) 
p pressure 
P dimensionless pressure, equation (9) 
/6 dimensionless pressure, equation (25) 
Pe Peclet number, equation (25) 
Pr Prandtl number, v/~ 
q power supplied to one fin 
q" heat flux through the fin base 
q~vg average heat flux through the fin 

surfaces with convection 
R electric resistance 
RaL Rayleigh number, equation (2) 

ReL Reynolds number, equation (8) 
t fin thickness, Fig. 1 
T temperature 
T~ ambient temperature 
7 ~ dimensionless temperature, equation 

(9) 
7 ~ dimensionless temperature, equation 

(19) 
u, v, w velocity components 
U, V, W dimensionless velocity 

components, equation (8) 
U, 12, W dimensionless velocity 

components, equation (25) 
V~ free stream velocity 
W fin spacing, Fig. 1 
x, y, z coordinates 
X, Y, Z dimensionless coordinates. 

Greek symbols 
c~ fluid thermal diffusivity 
fl coefficient of volumetric thermal 

expansion 
# viscosity 
v kinematic viscosity. 

horizontally facing upward (position 4), and vertically 
with the fins running horizontally (position 5). The 
model arrays were made from a high thermal con- 
ductivity aluminum alloy. The volume (amount of 
metal) did not vary from one model array to the next, 
and since the plate fin thickness was fixed, the total 
heat transfer area did not vary either. 

The base of the package consisted of a 5 mm thick 
insulating layer (balsa wood) and a thin thermofoil 
heater MINCO HR5417R5.3L12. The model array, 
heater and wood base were bonded together with 
aluminum clamps. The contact surfaces were covered 
with silicone heat sink compound to ensure good ther- 
mal contact. A variable autotransformer powered the 
heater, which has a resistance of 5 f~. 

The package was tested inside an enclosure with the 
dimensions 304 mm x 304 mm × 910 ram. The internal 
and external surfaces of the enclosure were covered 
with aluminum foil to minimize the effect of thermal 
radiation. The radiation contribution to the total heat 
transfer rate varied between 3 and 7%: this estimate 
is based on the procedure described in Rea and West 
[11], by taking into account the cavity effect of the 
U-shaped channels formed by the fins. The top and 
bottom ends of the enclosure were left open in order 
to prevent the stagnation and gradual warming of the 
trapped air. 

2.2. Procedure 
The temperature measured under the square base 

of the model array was almost uniform. This measure- 
ment was made in a preliminary run with six chromel- 
alumel thermocouples (0.4°C estimated accuracy) 
embedded in the base of the model array. The 
maximum difference between the six temperatures was 
2% when the heater power varied such that the base 
temperature varied from 25 to 70°C. 

The temperature measurements during the actual 
tests were made with precision thermistors of type 
YS44004, which were calibrated between 20 and 80°C. 
One thermistor was attached to the mid-point of the 
base of the model array. Another thermistor was 
located at the bottom of the enclosure to sense the 
ambient temperature. The heat transferred by con- 
duction across the insulation layer varied between 4 
and 11% of the total power dissipated in the heater. 
This estimate is based on the temperature difference 
measured across the insulation layer. 

Each run was started by setting the power input to 
the heater, and waiting 2 h to make sure that no 
transients were present during the measurements. The 
actual measurements were made over approximately 
30 min. Each of the points plotted in Figs 3-6 were 
obtained by conducting 25 runs at the same power 
setting, and averaging the measurements. 
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Fig. 1. Package with plate-fin heat sink, and experimental apparatus for natural convection cooling. 

The experimental uncertainties were calculated 
using the root-sum-square method described by 
Moffat [12]. The uncertainty Uf in a quantity f has 
contributions due to the bias limit (Bf) or constant 
error, and the precision limit (Pf) or two times the 
standard deviation of the measurements: 
Uf/f= [(Pf/f)2+(Br/f)2]l/2. The bias limit in the 
measurement of the temperature was (+_ 0.001 K): this 
was determined t~rom the response of the thermistor 
and the 0.01 ~ resolution of the HP3468B multimeter 
used to read the resistance. The temperature bias limit 
was estimated under the least favorable conditions, 
which are when Lhe base temperature of the model 
array is the highest (70°C). In this temperature range 

the calibration of the thermistors indicated that 
dT/dR = - (1/14) K f~-t. The precision limit of the 
temperature difference was set equal to two times the 
standard deviation in each set of measurements. The 
bias limit of the thermal conductivity and apparent 
emittance of the insulation layer was taken as 20% of 
the reported values (0.037 W ( m ' K ) - I  and, respec- 
tively, 0.5). The uncertainties in L, k, ks and v are 
negligible. The only important contributions to the 
uncertainties in RaL and NUL are made by the measure- 
ment of the heat input to the thermofoil heater. The 
precision limit of the temperature difference is also 
negligible (_+0.2°C). This procedure led to an esti- 
mated maximum uncertainty of 6% in the Nusselt 
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Fig. 2. The crest inclinations of the plate fins, and the positions of heat sinks tested. 
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Fig. 3. Experimental results on the effect of  RaL and the 
orientation of array A. 
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Fig. 5. Experimental results on the effect of RaL and the 
orientation of array C. 
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Fig. 6. Vertical arrays with vertical fins: the effect of  RaL and 
the inclination of the fin crest. 
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number of equation (1), and 3% in the non- 
dimensional temperature 7 ~ defined by equation (9). 

2.3. Results 
There are three separate effects that are documented 

by the experimental results collected in this study, 
namely the effects associated with changing the Ray- 
leigh number, the c,rientation of the model array, and 
the inclination of the fin crest. The first two effects are 
shown in Figs. 3~ ,  while the crest inclination effect is 
left for Figs. 8 and 9, where it will be discussed in 
relation to the corresponding results generated by 
numerical simulations. 

The overall thermal conductance or Nusselt num- 
ber is defined by 

q'LAb/A~ 
NUL -- k ( T -  To~' (1) 

where q"~ is the average heat flux through the fin 
surfaces with convection, q"vgA, = q"Ab. The Rayleigh 
number is based on the uniform heat flux q", which is 
generated by the thin-film heater, 

gflq"L 4 
RaL ~vk (2) 

To start with, in Fig. 3 we see the effect of changing 
the position of array A. Although the vertical position 
(A1) is relatively the best, its NU L values are nearly 
the same as those measured while holding the array 
horizontally (A4). The thermal conductance is 
between 10 and 213, percent smaller when the array is 
vertical and the fins horizontal (AS). In position A5, 
the RaL effect o n  ]~u  L is not as strong as in positions 
A1 and A2. 

The results coriesponding to arrays B and C are 
reported in Figs. 4 and 5. Once again the highest N u  L 

values are associated with arrays and fins that are 
oriented vertically. The performance of horizontal 
arrays facing upward (B4, C4) is only slightly inferior. 
The vertical arrays with horizontal fins (B5, C5) are 
characterized by ~UL values that fall noticeably below 
those of the other orientations. 

The new aspect of a series of tests such as Fig. 4 or 
Fig. 5 is that by comparing B2 with B3, or C2 with 
C3, we can see the effect of changing the orientation 
of the sloped fin. Both figures show that the effect of 
turning the vertical array upside-down is negligible 
within the uncertainties of the measurements. The 
same conclusion is revealed by Fig. 6, which sum- 
marizes all the results obtained with vertical arrays 
and vertical fins. An exception is o n e  N u  L point for 
B3 in Fig. 4, which falls by about 10% under the 
corresponding point for B2: this small difference may 
be due to flow separation or transition to turbulence 
near Ra L ~ 108. The B4 and B5 data in the same 
figure show a clear change in their alignment near that 
Rayleigh number. 

Figure 6 also shows the effect of changing the slope 
of the fin crest, which was the original motivation for 

conducting this study. We see that the array with the 
most severe crest inclination (array C) has a higher 
NUL than an array with moderate crest inclination 
(array B). It is interesting, however, that when the 
crest inclination is absent (array A) the N u  L values 
are comparable to those associated with array C. This 
finding and, in general, the effect of tilting the fin crest 
served as a stimulus for conducting a numerical study 
of the same natural convection configuration. Figure 
6 also shows that configurations B2 and C2 perform 
better at higher Rayleigh numbers: this brings up the 
question of whether the crest slope should be opti- 
mized for the specified RaL of a given application. 

3. NATURAL CONVECTION NUMERICAL STUDY 

3. I. Model 
The domain in which we calculated the flow and 

temperature fields is shown in Fig. 7. It consists of 
half of one fin and a large enough space around the 
fin. It was sufficient to consider only one fin because 
in the experiments the spacing between fins was about 
twice as large as the thickness of one thermal boun- 
dary layer, in accordance with the rule for selecting 
the optimal spacing for maximum overall thermal 
conductance. This means that each fin is lined ver- 
tically by its own boundary layer, which does not 
merge with the boundary layers of the adjacent fin. 

The numerical model consisted of coupling the 
external natural convection to the conduction heat 
transfer in the solid. The conservation of mass 
momentum and energy in the fluid, 

OU ~V OW 
~-~ + ~ + ~ = 0 (3) 

ou au ~u ( Oe 2u) 
U ~  + V ~  + W ~  = PrRa~ 2/5 - ~-~ + V 

(4) 

OV V oV w--OV 
u ~ +  ~ +  oz 

+ v ~  + w T ~  = erRaC 2/5 - ~ 2  +V2 

(6) 

aT vO~ ~ U - ~ +  ~ +  W ~  = Ra~Z/SV2T (7) 

are based on assuming a fluid with nearly constant 
properties, and a density-temperature relation rep- 
resented by the Boussinesq approximation. The 
dimensionless variables are defined by 

(x, y, z) (u, v, w) 
(X, Y, Z) L (U, V, W) - (~/L)Ra~/5 (8) 
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Fig. 7. The computational domain and the relative position of the half-fin with inclined crest. 

pL z ~ T - T ~  ~/5 W = 0  at Z = 0  and Z=m/L+I4/L (13) 

P-#~Ra~/~ ~ R a n  . (9) P = O  at Y = O  (14) 

The corresponding energy equation for conduction 07~ 
in the solid is O Z - - 1  at Z=O O<<.X<<.t/2L 

V27~= 0. (10) and p/L ~ Y<~(p+L)/L (15) 

The boundary conditions are ~7~ 

OV OW 0 Z = 0  at Z = 0  around the fin base. (16) 
U = 0  ~ = 0  -~--~=0 at X = 0  (11) 

The crest of the plate fin was located at the distance 
U = 0  V = 0  W = 0  at Y = 0  (12) H in the z direction, 
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(17) 

where H is the average crest height and b is the dimen- 
sionless crest slope. Additional boundary conditions 
are zero shear and zero heat flux around the periphery 
of the computational domain, and no-slip on the fin 
surfaces in contact with fluid. The lateral boundary 
X = (t/2L)+ d/L was located far enough from X = 0 
such that specifying zero heat flux on this boundary 
led to the same results as specifying 7 ~ = 0. The results 
presented in this paper were obtained using 
d/L = 0.59. The nondimensionalized conditions for 
the conservation of heat flow through the solid-fluid 
interfaces (not shovm) contain the solid-fluid thermal 
conductivity ratio ~cs/k. This ratio was set equal to 
6150, which corresponds to the aluminum-air com- 
bination used in the experiments. 

3.2. Method 
Equations (3)-(10) were solved using a finite 

element code [13]. The domain was discretized non- 
uniformly using isoparametric brick elements with 
eight nodes. The velocity components and tem- 
peratures were approximated using trilinear inter- 
polation functions. The method to solve the nonlinear 
equation from the Galerkin finite element procedure 
consisted of a fixed point iteration and a quasi-New- 
ton Broyden update scheme. The pressure was elim- 
inated based on a penalty function approach with an 
error factor of 113 '-6. The coupled fluid and tem- 
perature solution required approximately 700 s for 
each run on the CRAY Y-MP of the North Carolina 
Supercomputer Center. The high RaL solutions that 
were developed from lower RaL solutions required 
between 150 and 400 s. 

The results were generated using a mesh with 3216 
elements. Accuracy tests were conducted to guarantee 
that the solution is mesh independent. The mesh den- 
sity was increased by 60% (from 3216 to 5336 
elements) such that the new elements were added uni- 
formly throughout the domain. The corresponding 
change in the maximum 7 ~ value at the fin surface was 
found to be less than 1%. 

Additional tests showed that the size of the com- 
putational domain (m/L = 1.25,p/L = 0.5, s/L = 0.6) 
is large enough such that additional increases in these 
ratios lead to changes smaller than 0.6% in 7~max . This 
was done by increasing one side of the domain and 
holding the other side fixed: s/L was increased by a 
factor of 2, and m/L by a factor of 1.6. These tests were 
performed for RaL = 106 and 107 in the configuration 
were the crest was not tilted (b = 0). 

3.3. Results 
The numerical re, suits were developed in two phases. 

In the first, we used the numerical model to verify the 
results obtained experimentally, and to test the model 
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Fig. 8. The effect of fin crest slope (b) on the maximum 
temperature along the fin base. 

itself (Fig. 8). In the second phase we generated 
numerically the overall thermal conductance NUL as a 
function of RaL and the crest slope b (Fig. 9). The 
Prandtl number was set at Pr = 0.72 in all cases. 

Figure 8 shows the effect of the crest inclination, 
and a comparison between the numerical and exper- 
imental results for the plate fin dimensions used in the 
experiments. For the numerical results, the ordinate 
shows the maximum temperature that occurs along 
the fin base. The agreement between the two sets of 
data is good, especially in view of the fact that in the 
experiments the fins and the heater were separated by 
a conducting slab of thickness B (Fig. 1), which made 
the base of the fin isothermal. That slab is absent in 
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Fig. 9. The effect of Rayleigh number and fin crest slope on 
the overall Nusselt number. 
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the numerical model (Fig. 7), hence the nonuniform 
temperature over the fin base. 

Another conclusion drawn from the numerical 
results is that the most effective heat sink is the one 
with fin crests that have the largest positive slope b. In 
the experiments this would correspond to a geometry 
such as array C in position 2. Interpolating between 
the numerical results for b = 0 and b = - 1 we find 
that the least effective crest inclination is roughly 
b = -0 .5 .  The experimental data show a similar b 
effect on 7~max, the exception being case b = 0 which 
falls below the expected peak of the curve. We believe 
that this anomaly is due to the fact that the heat losses 
through the leading and trailing faces of the fins are 
larger when those faces are both sizable, namely of 
order Havg as in the case of array A in position 1. 

Figure 9 summarizes the numerical results obtained 
in the RaL range 106-10 *, as b increases from - 1.9 to 
1.9. The results are reported as the overall Nusselt 
number, which is based on equation (1) in which the 
base temperature was set equal to the maximum tem- 
perature. This figure shows that although the effect of 
b is weak the trend is such that the importance of b 
increases as the Rayleigh number increases. 

4. FORCED CONVECTION EXPERIMENTS 

The sequence of experiments and numerical simu- 
lations described in Sections 2 and 3 was repeated for 
forced convection. Because of the similarities between 
the two sequences, the description of the forced con- 
vection work is abbreviated. 

The forced convection experiments were performed 
in a low speed, suction-type wind tunnel with a flow 
cross-section of 122 × 130 mm and test section length 
of 584 mm, Fig. 10. The air speed was regulated using 
a variable autotransformer connected to a fan. Exper- 
iments were performed at three different air velocities 
that correspond to the Reynolds numbers ReL = 3750, 
6000 and 7200, where 

Vo~L 
ReL = - - .  (18) 

The mean velocity in the test section was measured 
with a Taylor anemometer, which was placed inside 
the tunnel 10 times for periods of 45 min in each case. 
The average air speed was calculated as the dis- 
placement measured by the anenometer divided by 
the time. In this way we estimated the power required 
to achieve a certain air speed. The bias limit of the 
mean velocity was _+ 5%. 

The temperature at the base of each array was mea- 
sured with four thermistors attached as shown in Fig. 
10, where the dimensions are indicated in millimeters. 
An additional thermistor was placed upstream to 
monitor the free stream temperature. The heat loss 
through the insulation plate (Fig. 1) was negligible. 
We measured it by attaching thermistors on both sides 
of the insulation plate, and found that when 

Re L = 3750 the heat transfer through the insulation 
plate is less than 0.1% of the heat generated by the 
film heater. 

After the start of each run, we monitored the ther- 
mistor readings and the power input to the heater for 
2 h, to be certain that the experiment reached the 
steady state. The measurements were made over a 
period of 45 min for each case. A total of 25 thermistor 
readings were taken from each run; later these read- 
ings were averaged. The precision limit of the tem- 
perature was taken as equal to twice the standard 
deviation in the measurements. The new dimen- 
sionless temperature Tis defined by 

= T-- T~ (19) 
q/(kt) " 

In the calculation of the uncertainties, we found that 
the contribution of the bias limit of the temperatures is 
negligible due to the use of thermistors. The uncer- 
tainty in the air speed measurement is the only sig- 
nificant contribution to the uncertainty in the Reyn- 
olds number. The maximum uncertainties in the 
reported ReL and Tvalues are 5 and 10%, respectively. 

Once again, the focus of the experiments was on 
determining the effect of the crest slope b on the 
maximum temperature measured along the fin base. 
Figure l la-c shows an example (ReL = 7200) of how 
the base temperature varies with b and the longi- 
tudinal position in the flow direction (namely, direc- 
tion Yin Fig. 7). The maximum temperature Tmax was 
determined after curve-fitting the three (T, Y) data. 
The cases indicated with b values (0, _+ 1, _+ 1.9) refer 
to arrays A, B and C oriented such that the plate fins 
and the base are parallel to the air stream. The 'vertical 
array' refers to array A positioned vertically in the 
middle of the air channel, with the fins facing the 
incoming stream. It is interesting that placing the 
array perpendicular to the air stream has the effect of 
reducing the base temperature by 10-20% relative to 
when the fin-to-fin channels are swept longitudinally 
by the flow. In the latter, Ttends to increase in the flow 
direction reaching its highest value in the downstream 
half of the swept length. 

The maximum temperatures are summarized in Fig. 
12a-c, which shows the effect of changing the slope of 
the fin crest and the Reynolds number. These data 
refer only to arrays oriented with the fin-to-fin chan- 
nels parallel to the free stream. As in natural convec- 
tion, the lowest Tmax values belong to the array with 
the largest slope b, namely array C oriented such that 
the tilted roof of the array looks at the approaching 
stream. There is a reduction of almost 20% in Tm,x 
when b changes from 0 to 1.9 at ReL = 7200. 

5. FORCED CONVECTION NUMERICAL STUDY 

The numerical simulation of the flow and heat 
transfer was based on the same method as the one 
described in Section 3.2. The free stream was always 
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Fig. 10. The wind tunnel for the forced convection experiments, and the thermistor arrangement. 

aligned with the direction shown as Y in Fig. 7, i.e. 
parallel to the channels formed between fins. The 
equations for mass, momentum and energy in the fluid 
a r e  

~t7 ~¢ o f f  
~ + Uf  + Tz- = o (20) 

-O~ .O0 .O0 oP 1 2 
. w ~  0x ~ v  v~y + vy~ + + v 

.09 .0¢ oP 1 
w~2 or 

. 0 #  .0I¢ .affz 0P 1 2 - 
u ~  + v ~  + w ~  = - - -  + 0Z ~eL v W 

U ~  + V ~  + W~-~ = ~ee V T, 

where (X, Y, Z)  are given by equation (8) and 

(21) 

(22) 

(23) 

(24) 

(O, f ,~z) - -  (u'v'w) f i= P pe V~ L 
v~ pvL 

(25) 

The equation for conduction in the solid is VZT = 0. 
The boundary conditions are the same as in equations 
(12)-(17), except that the flow entrance condition (11) 
is replaced now by 

0 = 0  ¢ = 1  i f ' = 0  at Y = 0  (26) 

and, in addition, C = 0 at X = t/2L + rilL. 
The computational domain is shown in Fig. 7, 

which can be imagined rotated by 90 ° clockwise to 
agree with the actual orientation of the flow in Fig. 10. 
The outer dimensions of the domain are d/L = 0.215, 
m/L = 0.694, p/L = 0.5 and s/L = 1.5. The inner 
dimensions were selected to agree with the dimensions 
of the arrays tested in the wind tunnel, namely, 
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Fig. 11. The temperature distribution along the fin base and 

the effect of the slope b and the array orientation. 

I~/L = 0.306 and t/2L = 0.0102. Numerical results 
were generated using a mesh with 6112 elements. This 
mesh was fine enough because 7~max changed by less 
than 1.5% when the number of elements was increased 
uniformly from 6112 to 8216. The outer dimensions 
of the computational domain were selected based on 
a similar test: the relative change in T~ax was less than 
1.5% when s/L and d/L were increased by a factor of 
1.3. 

It is worth stressing that the single fin model does 
not capture all the flow and heat transfer features of 
a plate-fro sink exposed to a free-stream. A portion of 
the actual flow is diverted over the crests of  the plate 
fins, while another portion flows around the sides 
[14]. These features are primarily responsible for the 
differences that we found between the numerical and 
experimental results for the same configuration. The 

^ 

Tn~x 

5 

^ 

Tmax 4-  

3 

2 

1 -  

^ 

T~x 

6 

5 -  

4 -  

3 -  

2 -  

1 -  

0 

-2  

R e  L = 3 7 5 0  

k s / k  = 6 1 5 0  * n u m e r i c a l  

H / L  = 0 . 3 0 6  o e x p e r i m e n t a l  

t / L  = 0 . 0 2 0 4  
' ' ' ' I ' ' ' ' i ' , ' ' I ' ' ' ' 

-1 0 1 

b 

(a) 

0 

-2 

D [3 

1 

R e t  = 6 0 0 0  

k s / k  = 6 1 5 0  * n u m e r i c a l  

H / L  = 0 . 3 0 6  t~ e x p e r i m e n t a l  

t / L  = 0 . 0 2 0 4  

' ' ' , i , , , , i , , ' , i , , , ' 

-1 0 1 

b 

(b) 

2 ¸ 

R e  L = 7 2 0 0  

1 -  K s / K  6 1 5 0  

H / L  = 0 . 3 0 6  

t / L  = 0 . 0 2 0 4  

0 , , , , I ' ' ' ' 

-2 -1 

• numerical 

n experimental 

0 1 

b 
(c) 

Fig. 12. Experimental and numerical results for the 
maximum base temperature during cooling by forced con- 

vection. 

single fin model was chosen for its simplicity, and in 
order to focus closely on the effect of tilting the crest. 
The numerical simulations were not designed to repro- 
duce (duplicate) quantitatively the experimental 
results: their purpose was to provide an alternative--- 
another set of eyes--for viewing the trends, i.e. how 
the performance responds to changes in the design. 
Such an alternative strengthens the conclusions 
reached experimentally, and, at the same time, pro- 
vides a more flexible and less expensive method of 
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examining large nambers of  geometrically different 
designs. 

Figure 12a-c shows that the numerical results for 
7~max follow the same trend as the results obtained 
experimentally. The effect of  the slope parameter b 
developed numerically is more accentuated than the 
experimental one, for example, if  fin shape is changed 
from b = 0 to b := 1.9 the maximum temperature 
experiences a drop of  approximately 30%. This drop 
is accentuated further as the Reynolds number 
increases. 

I~. CONCLUSION 

The summarizing conclusion o f  this experimental 
and numerical study is that tilting the crests of  air 
cooled plate fins has a measurable effect on the overall 
thermal conductance of  the heat sink. For  the prac- 
titioner, however, this effect may not be sufficiently 
pronounced to justify additional complications and 
cost of  manufacturing. Calculations based on com- 
plete (three-dimensional) numerical simulations of  
the flow and temperature field around the heat sink 
agree with the results based on laboratory measure- 
ments. Furthermore,  the experimental and numerical 
results obtained for forced convection cooling 
reinforce the trends revealed by the corresponding 
results for natural convection. 

In brief, the best plate fins are those with crests 
tilted such that their tops face the approaching flow. 
The augmentation effect associated with tilting the 
crests increases as the air ftow increases, for example, 
in switching from natural to forced convection, or 
increasing Re L in forced convection. We also docu- 
mented the performance of  plate finned heat sinks 
oriented perpendicularly to the flow, in both forced 
convection and in natural convection. 
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